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Systematics Dominate SN Cosmology

Scolnic et al. 2014

Table 1: SN Uncertainties for w

Source dw
Total Uncertainty 0.072
Statistical Uncertainty 0.050
Systematic Uncertainty 0.052

Photometric calibration 0.045
SN color model 0.023
Host galaxy dependence 0.015
MW extinction 0.013
Selection Bias 0.012
Coherent Flows 0.007

Statistical and systematic sources of uncertainty for SN (+CMB+BAO+H0) measurements
of w (Scolnic et al., 2014a). The statistical and systematic uncertainties are currently similar
in size. We also list the individual major sources of systematic uncertainty (which combine to
make the total systematic uncertainty). The largest, by far, individual systematic uncertainty
is photometric calibration. The Foundation survey will reduce the calibration uncertainty to
the point where it is no longer dominant in the overall error budget.

A New Foundation for SN Cosmology
Cosmological constraints from SNe Ia are derived by comparing the distances of low- to high-z

SNe, with the low-z sample providing an ‘anchor’ to the high-z sample. Our constraints are only
as good as either sample. Because of significant effort (and telescope time) put into performing
precise, systematic high-z SN surveys, the high-z samples are now both larger (about 800 compared
to 200) and better calibrated than their low-z counterparts. Currently, the low-z SN Ia sample
is a larger source of uncertainty than the high-z samples. Any work on high-z samples will
have a marginal affect on w until we improve the low-z sample.

PI Foley is leading a team that includes Armin Rest (STScI) and Dan Scolnic (KICP fellow, U
Chicago) that will replace the old, poorly calibrated low-z sample with a modern sample with the

same telescope used to measure high-z SNe Ia. Through the PS1 collaboration, we have observed
roughly 400 spectroscopically confirmed SNe Ia and roughly 3000 photometrically classified SNe Ia.
We can use this same system (site/telescope/filters/detectors) to measure a large, homogeneous
sample of low-z SNe. We call this the “Foundation” sample.

Foley is purchasing PS1 telescope time to observe 400 low-z SNe Ia over two years starting
around March 2015, with the exact start date depending on when current PS1 programs end. The
money for the PS1 time is already secured and this project is guaranteed a set amount of open-
shutter time — there is no weather loss for this project. SNe will be discovered by other sources
such as the Catalina Sky Survey (Drake et al., 2009), SkyMapper (Keller et al., 2007), Palomar
Transient Factory (Law et al., 2009), ASAS-SN, the La Silla-Quest Survey (Baltay et al., 2013),
amateur astronomers, and many other sources. Our requirements are simply that the SNe are
spectroscopically confirmed, pre-maximum brightness, low to moderately reddened SNe Ia either
in a potential Cepheid galaxy or in the Hubble flow.

We have also applied for 10 nights of NOAO follow-up time on the Mayall and SOAR 4-m
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Samples of SNe Ia have Low RV
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Figure 1: Left: Histogram of spectroscopically confirmed SN Ia discovered by Pan-STARRS. 247 SN Ia have
been spectroscopically confirmed. The distribution peaks at 0.3 < z < 0.4, the target redshift range for
RAISIN. Right: Histogram of the predictive 1σ errors of the distance moduli for low-z SN Ia. The error in
the estimated distance modulus incorporates errors in the dust extinction and the light-curve fit. The SN
with optical and NIR light curve measurements (bottom) typically have smaller estimated distance errors
(∼0.10 mag) than those with only optical data (∼0.15 mag) (top).

Figure 2: Cosmological inferences for (w, ΩM ) based on a simulated sample of 25 SN Ia observed in rest-frame
optical at z = 0.35 with an average extinction 〈AV 〉 = 0.3 mag and a true RV = 2.5. The BAO likelihood
constraints from Percival et al. (2010) are shown (green). Left: Constraints from the SN Ia distance-redshift
likelihood are shown as thin red (fitting when assuming a wrong RV = 3.1), thin blue (assuming the true
RV = 2.5), or thin magenta (assuming a wrong RV = 1.7) curves. The 1-σ combined likelihood contours are
depicted as thick red, blue, or magenta ellipses. A mistake in the assumed dust law causes a large systematic
error in cosmological inference. Right: Constraints from the SN Ia distance-redshift likelihood at z = 0.35
are shown as thin blue (optical only) or thin red (optical+J) curves. The 1-σ combined likelihood contours
are depicted as thick blue and red, and having NIR data reduced the size of the optical-only ellipse by a
factor of 1.63!

3 References
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ApJ, 704, 629 • Percival et al. 2010, MNRAS, 401, 2148 • Perlmutter et al. 1999, ApJ, 517,
565 • Riess et al. 1998, AJ, 116, 1009 • Sullivan et al. 2011, ApJ, 737, 102 • Suzuki et al.
2012, ApJ, 746, 85
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Evidence for Two Color Components

is evolution (e.g., Figure 7; Conley et al., 2011). This is particularly important for WFIRST-AFTA
where the low-redshift SNe will have more rest-frame NIR information than the high-redshift SNe.
Evolving β could be interpreted as evolving dark energy and vice versa.

By implementing new tools through this program, we believe that we can reduce the impact of
this systematic on the DE-FoM by a factor of 2, making it subdominant.

Color scatter: After making all corrections, a sample of SNe Ia will have an intrinsic Hubble
residual scatter. Historically, this has been assumed to be due to luminosity variation (SNe with
the same light-curve shape have a scatter in their luminosities), but can also be attributed to color
variation (Scolnic et al., 2014). Of course both effects can contribute to the overall scatter, and the
exact contribution from each source has significant implications on the measured distances.

As noted above, we correct SN distances with a single color law, described by β. But as
also noted above, this relation corrects for two completely separate physical effects: dust redden-
ing/extinction and intrinsic color-luminosity relations. It is quite a coincidence that the two effects
are so similar (or one is so subdominant) that a single relation can describe both effects. We should
be able to separate the two effects at some level. A large wavelength range should aid in this task.
This is especially true for WFIRST-AFTA, where we will have extensive rest-frame NIR data.

If these two relations are slightly different, then one might expect a different β for blue SNe
(those with minimal dust reddening and are intrinsically blue) and red SNe (those that are primarily
red because of dust). Scolnic et al. (2014) showed that there exists a different relation for blue and
red SNe for the combined SDSS and SNLS sample. Using the photometrically classified SN Ia
sample from SDSS, we have also found different relations for blue and red SNe. This needs to be
investigated with even larger samples, but such an effect would directly affect WFIRST-AFTA.
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Figure 6: Left: Hubble residuals as a function of SN color, c, for the photometrically selected
SDSS SN Ia sample, consisting of 1201 SNe. The full sample is consistent with zero trend
between the two values. However, splitting the data into blue (c < 0) and red (c > 0) SNe, we
see a significant trend for the blue SNe. Outlier-resistant linear fits for the blue and red data
are represented by the red lines. A non-zero trend is significant at 4.0 σ for the blue SNe.

Figure 7: Right: Evolution of β with redshift for the SNLS sample. The solid line is the
best-fit values assuming no evolution, including systematic effects, while the point in each
redshift bin is evaluated with the same fixed cosmology. The dashed line is the best linear fit
to the points. From Conley et al. (2011).
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Measure Silicon Velocity
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Intrinsic Color Depends on SN Velocity

Foley & Kasen 2011
also Foley 2012; Foley, Sanders, & Kirshner 2011; Mandel, Foley, & Kirshner 2014
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Intrinsic Color Depends on SN Velocity

Mandel, Foley, & Kirshner 2014

Research Proposal Ryan J. Foley 3

peak absolute magnitude of Tycho’s SN to MV = −19.16 ± 0.16 mag (Foley et al., in prep.). Additionally, we
can measure Tycho’s ejecta velocity, which correlates with several properties such as intrinsic color (see below;
Foley & Kasen, 2011) and the SN progenitor system (see above; Foley et al., 2012d).
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Figure 2: High-quality Keck LE spectrum of Tycho’s SN. The

continuum of the SN is affected by both scattering and reddening.

The spectrum is binned to only 5 Å/pixel. The major features of

Si II λ6355 and the Ca NIR triplet are marked.

Observing LEs with different LoSs is equivalent to
observing different hemispheres of the photosphere,
providing direct observations of potential asymme-
tries in the SN explosion. For Tycho’s SN, we have
discovered ∼30 LE complexes in front and in the plane
of the SN, making it an ideal candidate for observing
the SN from many different LoSs. We have already
published similar observations of Cas A (Rest et al.,
2011a), where we found large asymmetries.

We would like to make similar measurements for
Tycho. Although SNe Ia are expected to be relatively
spherical, models indicate that Rayleigh-Taylor insta-
bilities in the burning front produce noticeable asym-
metries in the explosions (Gamezo et al., 2003; Kozma
et al., 2005). With LEs of Tycho’s SN, we can directly test the asymmetry of the explosion!

I plan to continue my LE spectroscopy program with Magellan and Keck (through NASA) to classify historic
SNe for the first time, measure intrinsic properties of the SNe, perform 3D spectral mapping, and connect
explosions to remnants. Eventually, GMT will be able to observe an order of magnitude more LEs than current
facilities, opening additional opportunities.

The Velocity-Color Relation
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Figure 3: Ejecta velocity as a function of the difference in indi-
vidual extinction estimates using a model which incorporates ve-
locity information to a model with a single intrinsic color, ∆AV ,
for the Foley et al. (2011b) sample. Bottom: histogram of ∆AV

for that sample. This is the bias in our current distance estimates.

In the optical, there is a clear relation be-
tween luminosity and light-curve shape (the “width-
luminosity” relation; Phillips, 1993) that standardizes
SN Ia luminosities, making them “standardizable can-
dles,” and provides the precise distances necessary to
make cosmological measurements. For almost two
decades, the SN community searched for a “second
parameter” to improve SN Ia distances beyond those
determined with only the width-luminosity relation.

I recently discovered this second parameter.
While SN Ia ejecta velocity and light-curve shape are
uncorrelated, there is a linear relation between ejecta
velocity and intrinsic color (Foley & Kasen 2011; Foley
et al. 2011b; Foley 2012; Mandel, Foley, & Kirshner
2014), with higher-velocity SNe Ia being intrinsically
redder. Because we can now determine their intrinsic
color, SNe Ia are “standardizable crayons.” Current techniques for measuring SN Ia distances assume that all
SNe Ia with the same light-curve shape have the same intrinsic color and any deviation from a nominal “zero-
reddening” color is attributed to dust extinction. Assuming an incorrect intrinsic color leads to an incorrect
estimate of the dust extinction, and therefore an incorrect distance — not accounting for this effect has reduced
the precision of SN Ia distance measurements and biased all previous SN Ia distances. This is currently the
largest non-calibration systematic uncertainty for SN cosmology. However, using velocity information, we are
able to improve the distance precision for SNe Ia from 8.5% to 5.5% — a factor of 2.4 improvement
in the statistical uncertainty — and are able to remove this systematic uncertainty.

A large part of my time will be devoted to improving our understanding of this effect and using it to make
the most precise distance measurements yet. While at the CfA, I amassed a very large sample of low- and high-z
SNe Ia with velocity data. This sample is about 2 and 4 times as large at low and high z than the current best
sample I published in Foley et al. (2011b) and Foley (2012), respectively. Over the next few years, my group
will exploit these data. These SNe will be the basis for a precise cosmological analysis that incorporates the
velocity-color relation. When this analysis is done, it will supersede all existing SN Ia cosmology results.

With DES, we have undertaken a spectroscopic strategy to take advantage of the velocity-color relation. We
will measure velocities for a representative sample across all redshifts to both test for any potential evolution
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Evidence for Two Color Components

is evolution (e.g., Figure 7; Conley et al., 2011). This is particularly important for WFIRST-AFTA
where the low-redshift SNe will have more rest-frame NIR information than the high-redshift SNe.
Evolving β could be interpreted as evolving dark energy and vice versa.

By implementing new tools through this program, we believe that we can reduce the impact of
this systematic on the DE-FoM by a factor of 2, making it subdominant.

Color scatter: After making all corrections, a sample of SNe Ia will have an intrinsic Hubble
residual scatter. Historically, this has been assumed to be due to luminosity variation (SNe with
the same light-curve shape have a scatter in their luminosities), but can also be attributed to color
variation (Scolnic et al., 2014). Of course both effects can contribute to the overall scatter, and the
exact contribution from each source has significant implications on the measured distances.

As noted above, we correct SN distances with a single color law, described by β. But as
also noted above, this relation corrects for two completely separate physical effects: dust redden-
ing/extinction and intrinsic color-luminosity relations. It is quite a coincidence that the two effects
are so similar (or one is so subdominant) that a single relation can describe both effects. We should
be able to separate the two effects at some level. A large wavelength range should aid in this task.
This is especially true for WFIRST-AFTA, where we will have extensive rest-frame NIR data.

If these two relations are slightly different, then one might expect a different β for blue SNe
(those with minimal dust reddening and are intrinsically blue) and red SNe (those that are primarily
red because of dust). Scolnic et al. (2014) showed that there exists a different relation for blue and
red SNe for the combined SDSS and SNLS sample. Using the photometrically classified SN Ia
sample from SDSS, we have also found different relations for blue and red SNe. This needs to be
investigated with even larger samples, but such an effect would directly affect WFIRST-AFTA.

−0.2 0.0 0.2 0.4
SN Color (c)

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5
H

ub
bl

e 
R

es
id

ua
l (

m
ag

)

1.0 0.0 0.2 0.4 0.6 0.8 1.0
zcmb

1

2

3

4

5

6

"

Figure 6: Left: Hubble residuals as a function of SN color, c, for the photometrically selected
SDSS SN Ia sample, consisting of 1201 SNe. The full sample is consistent with zero trend
between the two values. However, splitting the data into blue (c < 0) and red (c > 0) SNe, we
see a significant trend for the blue SNe. Outlier-resistant linear fits for the blue and red data
are represented by the red lines. A non-zero trend is significant at 4.0 σ for the blue SNe.

Figure 7: Right: Evolution of β with redshift for the SNLS sample. The solid line is the
best-fit values assuming no evolution, including systematic effects, while the point in each
redshift bin is evaluated with the same fixed cosmology. The dashed line is the best linear fit
to the points. From Conley et al. (2011).
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Populations from SimulationsDistance Biases 3

Fig. 1.— The underlying distributions of c (left) and x1 (right)
that correlate with luminosity. A distribution for the Low-z, SDSS,
PS1 and SNLS samples are shown, both for the G10 scatter model
and the C11 scatter model.

populations in Table 1 and Fig. 1. We find reasonable203

consistency in the populations among the SDSS,SNLS204

and PS1 samples, while the low-z population is some-205

what di↵erent. The di↵erent low-z population is ex-206

pected because because low-z surveys typically targeted207

bright galaxies and thus favored galaxies that host fainter208

SNe with redder colors and lower stretch values (Sulli-209

van et al. 2010). We also find that the di↵erent amounts210

of chromatic spectral variation have a significant e↵ect211

on the measured underlying color population, but very212

little impact on the measured underlying stretch popu-213

lation. For the C11 model with a large amount of color214

scatter, the underlying population resembles an exponen-215

tial decay. This distribution is consistent with extinc-216

tion by dust being the primary component of the color-217

luminosity correlation. Most of the underlying distribu-218

tions show steep drops, particularly at the high-stretch219

end and at the blue-color end.220

Once we have determined our underlying populations,221

we simulate samples with di↵erent values of ↵ and �222

to see what reproduces the data and estimate biases in223

the fitted ↵ and �. From our data compilation, we find224

↵Obs = 0.142 ± 005 and �Obs = 3.123 ± 0.060. We sim-225

ulate a grid of Monte Carlo simulations with di↵erent226

input values of ↵ and � (�� = 0.05, �↵ = 0.005, � in227

[2, 5] and ↵ in [0.1, 0.17]), and then use the SALT2mu228

program (Marriner et al. 2011) to fit for ↵ and �. We229

find that simulation inputs of ↵Sim = 0.14 and �Sim = 3.1230

reproduces the data with the G10 scatter model, and in-231

puts of ↵Sim = 0.14 and �Sim = 3.85 reproduces the data232

with the C11 model.233

In Fig. 2, we show that when we resimulate our sam-234

ples with our determined populations, we accurately re-235

produce the observed distributions. We see slight evi-236

dence of bimodality in the x1 distribution of the low-z237

sample (with a second peak around x1 = �2) that is not238

captured by our model, though it is unclear if this is a239

statistical fluctuation. Comparing Fig. 1 and Fig 2 il-240

lustrates a significant part of the µ bias. The underlying241

population drops to zero around c ⇠ �0.15 or x1 ⇠ 1.5242

(Fig 1), yet these bins are populated in the measured243

distributions (Fig 2). Therefore, treating these unphysi-244

cal color and stretch values with Eq. 1 results in biased245

TABLE 1

Asymmetric Gaussian Parameters to Describe Underlying

Populations.

Survey Var. c̄ �� �+

Low-z G10 �0.055± 0.036 0.023± 0.025 0.150± 0.034
SDSS G10 �0.038± 0.014 0.048± 0.009 0.079± 0.012
PS1 G10 �0.077± 0.023 0.029± 0.016 0.121± 0.019
SNLS G10 �0.065± 0.019 0.044± 0.013 0.120± 0.019
All G10 �0.043± 0.010 0.052± 0.006 0.107± 0.010
High-z G10 �0.054± 0.011 0.043± 0.007 0.101± 0.009
Low-z C11 �0.069± 0.008 0.003± 0.003 0.148± 0.024
SDSS C11 �0.061± 0.027 0.023± 0.020 0.083± 0.018
PS1 C11 �0.103± 0.003 0.003± 0.003 0.129± 0.014
SNLS C11 �0.112± 0.004 0.003± 0.003 0.144± 0.017
High-z C11 �0.099± 0.003 0.003± 0.003 0.119± 0.007
All C11 �0.062± 0.016 0.032± 0.011 0.113± 0.014

x̄1 �� �+

Low-z G10 0.436± 0.563 3.118± 1.582 0.724± 0.351
SDSS G10 1.141± 0.032 1.653± 0.076 0.100± 0.100
PS1 G10 0.604± 0.183 1.029± 0.138 0.363± 0.121
SNLS G10 0.964± 0.136 1.232± 0.098 0.282± 0.094
High-z G10 0.973± 0.105 1.472± 0.080 0.222± 0.076
All G10 0.945± 0.100 1.553± 0.117 0.257± 0.078
Low-z C11 0.419± 0.559 3.024± 1.468 0.742± 0.347
SDSS C11 1.142± 0.455 1.652± 0.232 0.104± 0.305
PS1 C11 0.589± 0.179 1.026± 0.137 0.381± 0.117
SNLS C11 0.974± 0.128 1.236± 0.094 0.283± 0.088
High-z C11 0.964± 0.105 1.467± 0.080 0.235± 0.075
All C11 0.938± 0.101 1.551± 0.118 0.269± 0.078

Notes: The parameters for each subsample, as well as the High-z
compilation (SDSS,SNLS,PS1) and the full compilation (All) are
shown. The first column shows the sample and second column
shows the scatter model used in the simulation. The first part
of the table shows the recovered values of the color c population
and the second part of the table shows the recovered values of the
stretch x1 distribution.

Fig. 2.— The simulated distributions (red, green) of x1 and c

using the underlying populations as well as the data (black). The
distributions for each subsample are shown, and the simulated dis-
tributions for both the G10 and C11 scatter models are shown.
The size of the simulated distributions is normalized to have the
same number of SNe as in the data samples. The errors shown
reflect the Poissonian errors of the actual numbers per bin.

distances.246

Here we compare our findings for the underlying pop-247

Distance Biases 3

Fig. 1.— The underlying distributions of c (left) and x1 (right)
that correlate with luminosity. A distribution for the Low-z, SDSS,
PS1 and SNLS samples are shown, both for the G10 scatter model
and the C11 scatter model.
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with the C11 model.233

In Fig. 2, we show that when we resimulate our sam-234

ples with our determined populations, we accurately re-235

produce the observed distributions. We see slight evi-236

dence of bimodality in the x1 distribution of the low-z237

sample (with a second peak around x1 = �2) that is not238

captured by our model, though it is unclear if this is a239

statistical fluctuation. Comparing Fig. 1 and Fig 2 il-240

lustrates a significant part of the µ bias. The underlying241

population drops to zero around c ⇠ �0.15 or x1 ⇠ 1.5242

(Fig 1), yet these bins are populated in the measured243

distributions (Fig 2). Therefore, treating these unphysi-244

cal color and stretch values with Eq. 1 results in biased245

TABLE 1

Asymmetric Gaussian Parameters to Describe Underlying

Populations.

Survey Var. c̄ �� �+

Low-z G10 �0.055± 0.036 0.023± 0.025 0.150± 0.034
SDSS G10 �0.038± 0.014 0.048± 0.009 0.079± 0.012
PS1 G10 �0.077± 0.023 0.029± 0.016 0.121± 0.019
SNLS G10 �0.065± 0.019 0.044± 0.013 0.120± 0.019
All G10 �0.043± 0.010 0.052± 0.006 0.107± 0.010
High-z G10 �0.054± 0.011 0.043± 0.007 0.101± 0.009
Low-z C11 �0.069± 0.008 0.003± 0.003 0.148± 0.024
SDSS C11 �0.061± 0.027 0.023± 0.020 0.083± 0.018
PS1 C11 �0.103± 0.003 0.003± 0.003 0.129± 0.014
SNLS C11 �0.112± 0.004 0.003± 0.003 0.144± 0.017
High-z C11 �0.099± 0.003 0.003± 0.003 0.119± 0.007
All C11 �0.062± 0.016 0.032± 0.011 0.113± 0.014

x̄1 �� �+

Low-z G10 0.436± 0.563 3.118± 1.582 0.724± 0.351
SDSS G10 1.141± 0.032 1.653± 0.076 0.100± 0.100
PS1 G10 0.604± 0.183 1.029± 0.138 0.363± 0.121
SNLS G10 0.964± 0.136 1.232± 0.098 0.282± 0.094
High-z G10 0.973± 0.105 1.472± 0.080 0.222± 0.076
All G10 0.945± 0.100 1.553± 0.117 0.257± 0.078
Low-z C11 0.419± 0.559 3.024± 1.468 0.742± 0.347
SDSS C11 1.142± 0.455 1.652± 0.232 0.104± 0.305
PS1 C11 0.589± 0.179 1.026± 0.137 0.381± 0.117
SNLS C11 0.974± 0.128 1.236± 0.094 0.283± 0.088
High-z C11 0.964± 0.105 1.467± 0.080 0.235± 0.075
All C11 0.938± 0.101 1.551± 0.118 0.269± 0.078

Notes: The parameters for each subsample, as well as the High-z
compilation (SDSS,SNLS,PS1) and the full compilation (All) are
shown. The first column shows the sample and second column
shows the scatter model used in the simulation. The first part
of the table shows the recovered values of the color c population
and the second part of the table shows the recovered values of the
stretch x1 distribution.

Fig. 2.— The simulated distributions (red, green) of x1 and c

using the underlying populations as well as the data (black). The
distributions for each subsample are shown, and the simulated dis-
tributions for both the G10 and C11 scatter models are shown.
The size of the simulated distributions is normalized to have the
same number of SNe as in the data samples. The errors shown
reflect the Poissonian errors of the actual numbers per bin.

distances.246

Here we compare our findings for the underlying pop-247
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ulations with previous analyses. The populations we248

find are significantly more skewed and narrow than those249

used in JLA (B14). The JLA analysis overestimates the250

width of the underlying stretch and color populations for251

each subsample. For example, for the SDSS population,252

JLA uses (c̄, ��,�+) of (0.0,0.08,0.13) whereas we find (-253

0.038,0.048,0.079). Furthermore, JLA assumed the same254

underlying population for both the G10 and C11 scat-255

ter models, whereas we find that the color population256

clearly depends on the scatter model chosen. The PS1257

cosmology analysis (S14b) estimated the population pa-258

rameters for both scatter models. The parameters found259

for the G10 scatter model are in good agreement with260

those found here, but those found for the low-z sample261

with the C11 scatter model have a significant mean color262

o↵set �c = 0.035 compared to that found here.263

We also compare our measurements of � with previous264

analyses. The value of � found with the G10 model is265

similar to many past analyses (e.g. B14). The value of �266

found with the C11 model is in good agreement with that267

found in Chotard et al. (2011) as well as a recent analysis268

that examines supernova spectral twins (Fakhouri et al.269

2015). Furthermore, our results support claims in S14a270

that the fitted value of � can be biased depending on the271

scatter model and underlying population.272

3. CORRECTING HUBBLE BIASES273

Since both the color and stretch populations have a274

sharp roll o↵ at the bright end, statistical fluctuations275

can result in measured c and x1 values beyond the phys-276

ical range, and these unphysical values do not correlate277

with luminosity. We therefore expect Hubble residual278

biases at the extreme color and stretch values, and here279

we predict these biases using simulations that include280

the underlying populations. We show trends in Hubble281

residuals with color and stretch in Figure 3 for both data282

and simulations. Here again, we perform a separate sim-283

ulation for the G10 and C11 intrinsic scatter model. We284

find that both simulations reproduce the significant bi-285

ases seen in the data near bluer colors and higher stretch286

values. These trends are significant at the 10� level for287

c and 5� for x1 in the data.288

In previous analyses like JLA or PS1, Hubble residual289

biases were corrected only as a function of redshift. Here290

we find that bias corrections also depend on c and x1. To291

illustrate the improvement with a more proper treatment292

of bias corrections, we measure the distance bias in bins293

of �z = 0.015 ⇤ (1 + 2 ⇥ z), �c = 0.05 and �x1 =294

0.50 from simulations and apply these corrections to the295

data. These corrections remove the trends seen in Fig. 3.296

The correction for the distance biases presented here is297

more appropriate than a simplistic bi-linear fit of Hubble298

residuals for c > 0 and c < 0 as done in S14a and Rubin299

et al. (2015) because of the non-linearity of the trend and300

its dependance on redshift.301

We find the improvement from our 3-dimensional bias302

correction comes almost entirely from the z > 0.1 sample303

of PS1, SDSS and SNLS SNe. A separate �int is added to304

the distance errors of the low-z and high-z sample such305

that �

2
/NDOF = 1. In total, the �

2 for our sample of306

920 SNe is reduced from 920, using a correction solely307

based on z, to 809.6 using the 3-dimensional corrections308

from simulations with the G10 model and to 820.64 using309

our simulations with the C11 model. For z < 0.1, �int is310

Fig. 3.— The trends in Hubble residuals, µ� µBestFit expressed
as the di↵erences between the distances and a best fit cosmology
versus c (top) and versus x1 (bottom) for data (points) and simu-
lations (curves).

reduced from �int = 0.130 to �int = 0.128 after applying311

the correction with the G10 model. However, for z > 0.1,312

�int is reduced from 0.101 to 0.083. These results are313

very similar to that seen in our simulations. For the314

low-z simulated sample, the di↵erence in �int is marginal315

(⇠ 0.002) but for the high-z simulated sample, �int =316

0.102 before the correction and �int = 0.084 after the317

correction. The di↵erence between the impact of the318

correction at high and low-z can be explained by the319

di↵erences in width of the underlying distributions shown320

in Table 1. Given narrow underlying populations for the321

higher-z samples, more of the observed c and x1 values322

will be biased and the correction will have a much greater323

impact.324325

We show in Fig. 4 that �int still has a strong depen-326

dance on the color of the SNe even after the distance327

biases have been removed. Only SDSS, SNLS and PS1328

z > 0.1 SNe are shown so that we can better probe this329

trend. The simulated predictions of �int versus color330

show marginal agreement with the data in Fig 4, al-331

though the C11 model has better agreement for redder332

SNe. Neither model predicts the small �int = 0.0 at333

c ⇠ �0.12 (bin with 85 SNe). In this plot, we only show334

bins with > 10 SNe.2335

Our results are based on simulations with a fixed value336

of �, and thus we try to predict the �int variation in Fig 4337

by varying the simulated beta using a Gaussian distribu-338

tion with �

�

= 1 over a range of 1 < � < 5. However, this339

cannot reproduce the sharpness of the e↵ect from blue to340

red colors seen in the data. It is possible that the trend341

of �int versus c shows that there is a significantly biased342

recovered � like when using the C11 model, though the343

C11 model overestimates the total amount of intrinsic344

scatter. The minimum of �int in the top panel of Fig. 4345

is around where the amount of dust extinction is negligi-346

ble (c ⇠ �0.1), so the distances for SNe with these colors347

are less sensitive to issues with �.348

For comparison, our distance correction reduces the �2
349

of the sample 5⇥ more than the distance correction for350

the step between Hubble residual and mass (e.g. Sullivan351

2 There is one point at x1 > 2 with 19 SNe that shows a �int = 0,
so it is unclear if this is significant


